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Time and space in business: dynamic geographic concentration and localized industry life
cycle

“Where should geographic boundaries lie ... when an industry is moving between phases of a life
cycle?” (McGahan et al., 2004, p. 17)

“What is the shape of the relationship between time and agglomeration externalities?” (McCann
and Folta, 2008, p. 560)

Both time and place matter to business. The industry life cycle literature suggests temporal dynamics, i.e., a higher
entry rate when an industry is growing and a higher exit rate as an industry shakes out (Peltoniemi, 2011).
Conversely, the economic agglomeration literature suggests regional heterogeneity, i.e., there is a higher entry rate
and a lower exit rate within an industry cluster in which firms engaged in the same business are located together as a

result of economic agglomeration (McCann and Folta, 2008).

Despite their powerful insights, the two bodies of literature on the effects of time and place on firm entry and exit
have developed from divergent theoretical roots and the gap between them has thus seldom been bridged. This
critical research gap has been acknowledged by both sides. In a review of the industry life cycle literature, McGahan
et al. (2004, p. 17) explicitly call for an examination of geographic boundaries in research on the industry life cycle:
“questions inevitably arise about ... where geographic boundaries should lie ... when an industry is moving between
phases of a life cycle.” Similarly, McCann and Folta’s review of the agglomeration literature (2008, p. 560) outlines
the temporal dynamics of agglomeration externalities as one key area containing unanswered questions in
agglomeration research and call to examine “the shape of the relationship between time and agglomeration

externalities.”

Accordingly, a few pioneering empirical studies have begun cross-fertilizing the two bodies of literature (e.g., Potter
and Watts, 2011). Agglomeration economists have attempted to empirically determine the conditions under which
the mechanisms underlying agglomeration and industry clustering are more salient. For example, Wang et al. (2014)
found that agglomeration benefits contribute to higher firm survival rates in industry clusters only in the mature

stage of an industry life cycle, whereas Kukalis (2010) found no significant differences in financial performance
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between clustered and isolated firms during the early stages of industry life. Potter and Watts (2011) reexamined
Marshall’s agglomeration economies in the city-region in which he discovered them and found that the latter stages
of the industry life cycle exhibited the opposite results. Klepper’s (2007, 2010) seminal work on spinoff dynamics as
an alternative explanation of industry clustering inherently incorporates temporal dynamics as it attributes the
clustering of new entrants to the heritage advantages enjoyed by spinoffs from existing firms, primarily during the
early stages of an industry’s life cycle (for a summary, see Agarwal et al., 2015; Boschma, 2015). However, the role
of geography has also been increasingly recognized in industry evolution and life cycle studies. For example, Wezel
(2005) noted that industry evolution patterns are subject to both spatial and temporal heterogeneity and empirically
demonstrated that the effects of density-dependent legitimation and competition on firm founding (Hannan and
Freeman, 1987) decrease as an industry ages, although more strongly within agglomerated populations. Boschma
and Wenting (2007) found that agglomeration attracted more entries in the first phase of the development of the
British automobile industry but that the high density of firms in a region negatively affected the survival of new

entrants in the later stages of the industry’s life cycle.

Despite the insights generated from these empirical studies, the literature review shows that the dialogue between
the two bodies of literature has no overarching framework integrating insights from both sides and providing a
theoretical bridge articulating the co-evolution of temporal and spatial heterogeneities. Although the pioneering
industry life cycle studies have considered that firm entry and exit may differ across regions at the same industry life
cycle stage, they have mostly treated the existent agglomeration as a given exogenous variable and have thus
assumed away the possibility that the spatial distribution of an industry can also change over time. By contrast,
although agglomeration researchers have acknowledged that the effects of agglomeration forces can vary over time,
the consequences of these effects on the spatial distribution of an industry have not been systematically revealed.
Thus, the question remains open as to how an industry will see itself more or less geographically concentrated at a
particular stage of its life cycle, particularly as “hot spots” in which firms are clustered turn into “blind spots” as the

economies of agglomeration erode over time (Pouder and St. John, 1996).
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This paper seeks to expand the theoretical dialogue between the economic agglomeration literature and the industry
life cycle literature. In so doing, it first reviews the agglomeration literature’s treatment of temporal dynamics and
the industry life cycle literature’s treatment of regional heterogeneity. A theoretical interplay between the two sets of
literature follows and leads to propositions regarding the patterns of place and time. Sitting at the intersection of the
two bodies of literatures (i.c., the area of overlap as shown in the shaded areas in Figure 1), the dialogue leads to
both a dynamic geographic concentration model and a localized industry life cycle model. On the one hand, the
dynamic geographic concentration model suggests that the relationship between time and geographic concentration
follows a cyclical pattern such that the degree of an industry’s geographic concentration will fluctuate as the
industry moves between stages in its life cycle. On the other hand, the localized industry life cycle model suggests a
geographic divide between the industry’s center and its periphery such that the two different types of regions will
experience temporal dynamics differently, even in the same stage of an industry’s life cycle. The insights obtained
from the dialogue contribute to both the agglomeration literature and the industry life cycle literature. Contributions
to the former are made by theorizing the temporal dynamics of economic agglomeration and a nonlinear relation
between time and agglomeration externalities, In addition, contributions to the industry life cycle literature are made

by theorizing regional heterogeneity and the economic boundaries of the forces underpinning an industry’s life cycle.

Insert Figure 1 about here

1. TEMPORAL DYNAMICS IN THE AGGLOMERATION LITERATURE

It has been well documented that location matters to business (McCann and Folta, 2008), and the role of geography
in business has enjoyed a resurgence as a research frontier in management (Baum and Sorenson, 2003). The
economics of agglomeration, a concept coined by Alfred Marshall in the classic Principles of Economics (1920),
serves as a paradigmatic theme in the emerging cross-disciplinary research on geography and management (Porter,
1990). In particular, management researchers have begun to evaluate the vital impact of agglomeration on
competitive advantage (Canina et al., 2005), firm performance (Chung and Kalnins, 2001), location decisions

(Kalnins and Chung, 2004), entrepreneurship (Sorenson and Audia, 2000), and innovation (Whittington et al., 2009).
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A key question in this literature is why geographic industry concentration persists. A growing body of research
literature has accumulated that attributes the persistence of industry geographic concentration to both lower firm exit
rates and higher firm entry rates in industry clusters (Wang ef al., 2014). The exit mechanism essentially posits that
the mortality rate is lower in industry clusters because co-located firms perform better than isolated firms as a result
of agglomeration externalities such as labor pooling and supplier and knowledge spillovers (Krugman, 1991a;
Marshall, 1920). The entry mechanism essentially posits that the founding rate is higher in industry clusters because
these regions attract more investment than other regions as a result of agglomeration externalities (Baum and

Haveman, 1997; Gordon and McCann, 2000; Rosenthal and Strange, 2003; Sorenson and Audia, 2000).

For the pattern of geographic concentration to persist, either a lower exit rate or a higher entry rate can help sustain
an industry cluster. Given the two mechanisms, which is more salient? Previous empirical studies exhibit mixed
results. For example, in a study of the US footwear industry, Sorenson and Audia (2000) do not find lower mortality
rates in regions in which firms cluster but do find higher entry rates in those regions. Thus, it appears that firm entry,
not exit, drives agglomeration. From the industry life cycle perspective, temporal dynamics can be a conditioning
factor because the driving force of geographic concentration likely changes over time. Accordingly, the reason that
Sorenson and Audia (2000) do not find that industry clusters have a sustaining capability (i.e., that their firms are
more likely to survive) is likely because of their observation time window, which spanned from 1940 to 1989. The
US footwear industry experienced rapid growth with the opening of many manufacturing plants between 1940 and
1968, and footwear production steadily increased from 424 million pairs in 1939 to 642.4 million pairs in 1968 (U.S.
Congress Hearing, 1984). After 1968, however, the industry experienced a sharp decline because of a dramatic
increase in foreign imports. Production dropped to 342.4 million pairs and the number of footwear manufacturers
decreased from 990 in 1965 to approximately 450 in 1984. However, this fundamental change is ignored by
Sorenson and Audia (2000) because they limit their examination to the entire period. Given that most firms entered
the industry before 1968 and most exits occurred after 1968, it is questionable whether Sorenson and Audia’s (2000)
results hold once the dataset is divided into two periods. In particular, there may be a lower mortality rate in industry
clusters after the industry entered its shakeout after 1968, a time in which many firms were driven out of business;
moreover, the sustaining capability of industry clusters matters the most. In other words, the researchers may draw

different conclusions if they study the same context but in a different period.
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This conditioning factor has been overlooked in the agglomeration literature in general. Table 1 summarizes the
review of the empirical studies in the agglomeration literature (please refer to Table 1). I first reviewed the empirical
studies that are cited in major literature reviews of the agglomeration theory (Baum and Sorenson, 2003; McCann

and Folta, 2008), and then used the Web of Science search engine to find additional articles using the keywords

99 < 9 <

“geographic concentration,” “agglomeration,” “geographic proximity,” and “industry cluster.” My literature review
reveals that most of the previous empirical studies of agglomeration do not explicitly control for the effects of

temporal dynamics across the industry life cycle.

Insert Table 1 about here

More generally, the economic agglomeration literature has focused little on the time factor (for exceptions, see
(Menzel and Fornahl, 2010; Van Klink and De Langen, 2001; Wang et al., 2014)). The geographic concentration
literature has focused almost exclusively on the persistence of geographic concentration; however, understanding the
time factor may be crucial to explaining changes in geographic concentration: how an industrial cluster begins,
grows, and perhaps declines. Thus, the previous agglomeration literature applies a static perspective to the
phenomenon of geographic concentration. This literature implicitly assumes that once a geographic concentration
pattern is established, it will persist unless exogenous factors are changed. Thus, although the theory is suitable to
explain the persistence of geographic concentration, its ability to explain the dynamics of geographic concentration
is limited. To understand the dramatic geographic shifts witnessed in many industries, it is important to understand
the geographic concentration phenomenon over an industry’s life cycle. New industrial clusters have emerged from
nothing (for example, consider the emergence of Taiwan’s Hsinchu industrial park in the early 1980s), whereas old
clusters have declined (for example, consider the decline of Detroit as the center of automobile manufacturing since
the 1970s). These changes in geographic concentration impact not only regional economic development but also
individual firms’ performance. However, overlooking the fime factor, the current literature cannot satisfactorily

explain the mechanisms underlying these changes.

Certainly, it is beyond the scope of a single study to fully incorporate temporal dynamics into the economic
agglomeration literature. In attempting to illuminate this issue, this study asks how the pattern of an industry’s

economic agglomeration may change over time. The question embraces the reality that the spatial distribution of
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business activities evolves; in addition, the question implicitly challenges the assumption that an industry’s

geographic concentration will persist ad infinitum.

2. REGIONAL HETEROGENEITY IN THE INDUSTRY LIFE CYCLE LITERATURE

The industry life cycle theory posits that — as with living creatures — an industry has a life cycle of birth, growth, and
death (Cox, 1967; Dean, 1976; Levitt, 1965; Rice and Galvin, 2006; Vernon, 1966). The theory was established by
business researchers in the 1960s to explore pricing policies for new products (Dean, 1976), marketing strategies at
different stages of the product life cycle (Cox, 1967; Levitt, 1965), and the patterns of international investment and
trade (Vernon, 1966). Today, this theory is “so widely accepted and its basic premises so taken for granted that it

has become conventional wisdom in business” (McGahan et al., 2004, p. 2).

Despite being a fundamental theory in business research, however, the industry life cycle literature has not
sufficiently addressed the question of where the proposed life cycle patterns are more salient. For example,
Klepper’s early works on the industry life cycle (Klepper, 1996; Klepper and Graddy, 1990; Klepper and Miller,
1995; Klepper and Simons, 1997) center on the evolution of industries over time. In these studies, however, “we are
accustomed to treating industries as homogeneous” (Klepper and Thompson, 2006, p. 875) and thus overlook the
possibility that the general pattern of industry life cycle can be confounded by a heterogeneous collection of
submarkets, which can be “differentiated along numerous dimensions, such as the technology they use, the services
they provide, the customer segments they target, or the geographic areas in which they operate” (Klepper and
Thompson, 2006, p. 862). From a geographical perspective, it might be argued that different regions — with
geographically bounded, distinct economic and societal backgrounds — represent different customer segments and/or
foster different technological solutions (e.g., the Route 128 region in Massachusetts vs. Silicon Valley). As such, an
industry cluster can be theorized as a submarket. This argument is consistent with Klepper’s subsequent seminal
works on the spin-off based “heritage theory” of industry clustering (Buenstorf and Klepper, 2009; Klepper, 2007,
2010), which posits that heritage — the tendency of new entrants in the form of spin-offs to locate near their parent
firms — can lead to a self-reinforcing mechanism that results in the geographic concentration of industries even in the

absence of agglomeration economies. Based on the same logic, it might be argued that regional heterogeneity, as
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examined in this study, confounds the pattern of the industry life cycle. As Krafft (2004, p. 1688) notes, “global

patterns of evolution differ from local patterns.”

This possibility has not been a focal point of investigation in the industry life cycle literature in the past, as
highlighted by McGahan et al. (2004). For example, although Klepper and Thompson (2006) first proposed that the
existence of submarkets can confound industry life cycle patterns, they defined submarkets in the laser industry
NOT in terms of geographic boundaries but instead in terms of particular applications serviced by specific lasers.
However, as interest in the role of geography has increased in the social sciences, industry evolution researchers
have begun to focus on the presence of spatial heterogeneity in industry life cycles and to investigate how firms in
different regions are likely to experience temporal market dynamics differently as an industry moves through its life
cycle. For example, Wezel (2005) empirically compared the agglomerated and scattered populations of the British
motor industry in terms of its capability to attract new entries over time and found a stronger positive impact of
density-dependent legitimation on firm founding rates in the industry center during the mature stage of the industry.
Lomi (2000) found that the patterns of density dependence in the founding rates of Danish banks differed between
the industry center in Copenhagen and the rest of the country. Boschma and Wenting (2007) argued that
agglomeration economies have the greatest impact on the emerging spatial patterns of a new industry during the
industry’s early days and that conversely, the spinoff effects are more important in the later stages of the industry
life cycle. Moreover, Murmann and Homburg (2001) found that the evolutionary patterns of the synthetic dye
industry differed significantly across national contexts and highlighted the need to incorporate differences in
institutional environments in analyses of industry life cycles. These pioneering studies showed that it is critical to

account for the conditioning effects of regional heterogeneity in analyzing the industry life cycle.

Table 2 summarizes the previous empirical studies of the industry life cycle and indicates whether geography was
considered. Given the rich body of the industry life cycle literature, I examined those studies that investigate firm
entry/exit. To do so, I first reviewed the empirical studies cited in literature reviews of industry life cycle theory

(Agarwal et al., 2002; McGahan et al., 2004; Peltoniemi, 2011). I then used the Web of Science search engine to
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find additional articles that either include the keywords “industry life cycle” or that cite seminal studies (e.g., Gort

and Klepper, 1982; Klepper, 1996; Utterback and Abernathy, 1975).

Insert Table 2 about here

In Table 2, I summarize the major findings and the empirical contexts of each study, whether the study has
considered geography, and how a missing geographic concentration might possibly confound the results. In so doing,
I want to find both whether geographic concentration should be accounted for in industry life cycle studies and how
it has (or has not) been accomplished. The literature review finds that the industry life cycle literature on the effects
of time on firm entry and exit has developed without considering the effects of geography, albeit with the exception
of a few pioneering studies in this regard (Boschma and Wenting, 2007; Lomi, 2000; Murmann and Homburg, 2001;
Wezel, 2005). Most empirical studies of the industry life cycle have treated an entire industry as the unit of analysis

and have not accounted for geographic distribution.

Because most industry life cycle studies set the level of analysis at the industry level, “treating industries as
homogeneous” (Klepper and Thompson, 2006, p. 875), the industry life cycle literature in general assumes away the
fact that most industries are geographically concentrated in a small number of places. Although this assumption
helps researchers theorize and identify general life cycle patterns (e.g., growth and shakeout), it risks assuming away
the possibility that an industry’s life cycle pattern can vary in different regions. In other words, it is possible that a

region experiences a life cycle pattern that varies from that of the overall industry.

For example, Silicon Valley is widely acknowledged as the current center of the US information technology industry.
Market fluctuation in Silicon Valley may represent overall industry trends. Similarly, the industry’s life cycle may

be concurrently experienced in Silicon Valley. However, as Saxenian (1994) documented in a seminal study, the US
information technology industry was once located in regions other than Silicon Valley, such as on Route 128 in and
around Boston. If we trace the development of the industry in the two regions — Silicon Valley and Route 128 — we
find that the life cycle differs even though the industry is the same. Although overshadowed by Route 128 in the
early days of information technology development, since the 1980s, Silicon Valley has emerged as the

unquestionable center of the industry. In comparison, the Route 128 region has never been as successful as it once
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was. In other words, the rapid growth experienced by Silicon Valley in the 1990s was not experienced in the same
way or on the same scale by Route 128. The two regions did not experience the same temporal dynamics. Another
example is the auto industry. Although Detroit has been the center of US automotive production for decades, the
industry was first located elsewhere. “Initially firms entered the automobile industry throughout the eastern
seaboard and the Midwest, but by 1909, Detroit was the center of the industry” (Klepper, 2007, p. 616). If we trace
the history of the automotive industry, again we will find that the same industry evolved along a different path in

Detroit than in other regions.

The above two examples show that an industry’s life cycle can take different paths across regions. Consequently, a
theory of the industry life cycle that assumes away geographic heterogeneity can lead to misleading predictions,
particularly if a region experiences a different development path. In light of the foregoing, pioneering researchers on
this topic have called for industry life cycle research to conduct evaluations of industries’ geographic boundaries

(McGabhan et al., 2004).

3. THEORY AND PROPOSITIONS

3.1 Definitions and Assumptions

Thus far, the literature review has revealed that it is critical for economic agglomeration theorists to consider the
conditioning factor of time and for industry life cycle researchers to account for the conditioning factor of geography;
however, such a cross-disciplinary task remains unfulfilled. In the dialogue between the two literatures, I attempt
both to propose a dynamic geographic concentration model by injecting the factor of time into the economic
agglomeration literature and to propose a localized industry life cycle model by injecting the factor of geography

into the industry life cycle literature. The results and insights of that dialogue are summarized in Figure 2.

Insert Figure 2 about here

The dialogue is based upon the following critical assumptions and definitions. First, I assume regional heterogeneity,
i.e., that some regions have more potential for particular businesses because of a variety of factors, including

transportation, labor, natural resources, and historical, institutional, cultural, or legal environments. Consequently,
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an industry’s business activities are not likely to be evenly distributed geographically at any given time. Some
regions receive pronounced industry agglomeration in terms of either business establishments or number of
employees, whereas other regions receive only scattered or isolated activities. By “region”, I refer to a geographic
area that has characteristics that distinguish it from other areas in terms of the development of an industry. Empirical
studies have used a variety of geographic units to measure agglomeration at different regional levels, including US
zip code (Chung and Kalnins, 2001), US metropolitan statistical area (Folta ef al., 2006), US state (Shaver and Flyer,
2000), Canadian Census Subdivision (Wang et al., 2014), UK standard region (Baptista and Swann, 1998), and a
radius of a particular mileage (Rosenthal and Strange, 2003). These geographic units of agglomeration may
correspond to formal administrative regions (e.g., cities or towns) or may cross administrative borders. As Porter
(1998) observed, industry clusters can be identified at several geographic levels (e.g., nations, states, metropolitan
regions, and cities) and can even expand into neighboring countries. As a result, the present paper does not explicitly
clarify the geographic scope of the regions (e.g., cities, states, or any other geographical/administrative areas) but
leaves this operational challenge to empirical studies. Additionally, to facilitate discussion, I refer to the region in
which firms cluster the most as the center of an industry and other regions as peripheral to the industry. Certainly,
the center-periphery dichotomy represents two opposite ends of a continuum, and a particular region will lie
somewhere between these two ends based on its endowment of business activities. For ease of discussion, I assume
that an industry has one center rather than multiple centers, and I believe that the logic developed based on this
assumption also applies to industries with multiple centers. The center-periphery dichotomy is consistent with extant
empirical evidence, e.g., the Midwest region in the US as the geographic center of the auto industry (Bigelow et al.,
1997), the city of Copenhagen as the core of the Danish commercial bank industry (Lomi, 2000), and the Coventry-

Birmingham-Wolverhampton agglomeration as the center of the British motorcycle industry (Wezel, 2005).

Second, to facilitate theoretical discussion, it is critical to first define the industry life cycle because multiple
industry life cycle models have been proposed. For example, Hill and Jones (1998) suggest five stages:
fragmentation, growth, shake-out, maturity, and decline. Alternatively, Kotler and Cunningham (2004) suggest four
stages: fragmentation, shake-out, maturity, and decline. These models are variations of the industry life cycle model

developed from empirical works by Gort and Klepper (1982), who assembled data for 46 new products beginning
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with the date of the initial commercial introduction of the product through 1972. Following that groundbreaking
article, Klepper and Graddy (1990) later defined industry life cycles in terms of the number of firms and proposed a
refined three-stage model, which is basically an abbreviated version of the five-stage model established by Gort and
Klepper (1982). In a more parsimonious fashion, Agarwal et al. (2002) propose a two-stage model of industry life
cycle: growth and maturity. They find that the industry life cycle theory is rooted in apparently divergent bodies of
the literature, including evolutionary economics (Gort and Klepper, 1982; Klepper, 1996; Klepper and Graddy,
1990), technology management (Abernathy and Utterback, 1978; Anderson and Tushman, 1990; Tushman and
Anderson, 1986; Utterback and Abernathy, 1975), and organizational ecology (Hannan and Freeman, 1977, 1987,
1988). A common theme across these theoretical approaches is that an industry will likely experience (1) a growth
stage that is between the commercialization of an industry and the start of significant decline in entry due to the
transformation of entry barrier, and (2) a mature stage that is after that point, including the period of suppressed
entry and the subsequent resurgence in entry. Changes in the competitive dynamics in an industry’s evolution
exhibit a discontinuous transformation at a particular point in time, which distinguishes the two stages. Essentially,
the two-stage model (Agarwal ef al., 2002) is a simpler version of the three-stage model (Klepper and Graddy, 1990):
the shakeout stage and the decline stage are categorized as one maturity stage because the shakeout and decline
stages both imply intensified competition in the market, high barriers to entry and a low entry rate. For the sake of
simplicity, this study adopts the two-stage model of the industry life cycle (Agarwal ef al., 2002) and assumes a two-
stage industry life cycle: a growth stage during which firms increasingly enter into an industry until reaching a
tipping point, followed by a mature stage during which the industry begins to shake out and less-competitive firms
are driven out of business. Such a parsimonious two-stage model is simpler than the more complex models; it also
reflects the core argument of the industry life cycle theory: a tipping point in time that divides the pattern of firm

entry and exit.

Third, as discussed later in more detail, I assume that the two stages will manifest in a cyclical pattern such that an
industry will become resurgent with new technologies and enter into a new life cycle after the period of shakeout
and decline. In other words, certain theoretical arguments apply solely to industries that experience resurgence and a

new growth stage instead of extinction.
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Fourth, to facilitate the discussion regarding how an industry is geographically concentrated or dispersed along its
life cycle, I define the degree of geographic concentration as the extent to which an industry’s economic activities
take place in a small number of locations. Notably, different measures of geographic concentration have been used
in empirical studies, such as the location quotient (Hoover, 1936), the locational Gini coefficient (Krugman, 1991b),
and the Ellison-Glaeser index of geographic concentration (Ellison and Glaeser, 1997, 1999). Despite differences
among these measures, the measure of geographic concentration should increase when more firms in an industry are
located in fewer regions for all these measures. Because it is beyond the scope of this paper to compare and contrast
different measures, this paper instead defines the degree of geographic concentration to reflect the key logics of
these measures and does not endorse a particular empirical measure. The choice of an empirical measure is thus

subject to factors such as data availability.

Finally, industry characteristics should not be omitted in agglomeration research as different industries place
different demands on location'. In particular, the agglomeration literature has already differentiated demand-side and
supply-side agglomeration. As McCann and Folta (2009) note, manufacturing industries (e.g., consumer electronics
production) are predominantly shaped by supply-side agglomeration externalities involving the pooling of labor and
supplier and knowledge spillover, whereas service industries (e.g., hotels) are mostly affected by demand-side
agglomeration externalities, i.e., the agglomeration of service providers leads to more choices and reduces buyer

search costs. The theoretical model developed in this paper focuses only on supply-side agglomeration.

3.2 The Growth Stage

The growth stage consists of the period during which the number of firm entries grows (Klepper and Graddy, 1990).
During this period, a new technology is discovered and commercialized by pioneering entrepreneurs and investors;
subsequently, the population of startup firms grows rapidly to capitalize on the market opportunity. The industry as a
whole is fragmented because pioneering firms experiment extensively with their business models, which are often
associated with similar but different technologies, in the hope of arriving at the best solution for the market’s needs.
As McGahan et al. (2004, p. 2) states, “Industries begin in a period of fragmentation as companies experiment with

different approaches. With time, a scalable approach emerges as a dominant model, often because it yields greater

! thank an anonymous reviewer for bringing this point to my attention.
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efficiencies than available alternatives.” Notably, pioneering firms are not equally capable of reaching the dominant
design because “the dominance of the model also depends on the abilities of those invested in it to promulgate the

model among key customers, suppliers, and other vital constituents” (McGahan et al., 2004, p. 2).

From a geographic perspective, regions with the blessing of superior input factors have greater potential for their
firms to develop a better business model, to generate a better value proposition, and consequently to earn a larger
market share. The superior input factors can be, but are not limited to, lower transportation costs, lower labor costs,
more natural resources, more talent, and a better cultural, sociological and legal environment that is more suitable
for the business (Alcacer and Chung, 2014). These regions have a much higher likelihood of evolving into the
industry center in the future. With such potential, these regions will receive more investments, given that pioneering
firms experiment not only with technologies but also with different locations with the goal of placing their business
in the right place. Conversely, those regions with fewer superior input factors will likely receive less investment

because of their regional disadvantage.

Consequently, some regions will emerge as industry “hot spots” (Pouder and St. John, 1996), whereas others will
receive less attention and less investment in the growth stage. The hot spots will eventually evolve into the
industry’s center (e.g., Detroit in the early days of the US auto industry), and the other regions will become the
industry’s periphery. The agglomeration of businesses in the hot spot will also produce an identity for that region
that then attracts more entries in the same business (McKendrick et al., 2003). As Wezel (2005) found, a region will
have a more developed local institutional environment if more firms cluster in the region, and it will subsequently
attract additional new entries. Similarly, Boschma and Wenting (2007) found that agglomeration economies
contribute to the clustering of new entries in an industry, particularly in the early stage of an industry’s life cycle.
The temporal dynamics of the industry life cycle — such as a high entry rate during the growth stage — thus varies
among regions, being stronger in the center and weaker in the periphery. Notably, the causality here reflects the
seminal notions from Arthur (1989, 1990) involving increasing return and lock in. A minor advantage or seemingly
inconsequential events in time ; may lead to irreversible consequences in time ,;, such as technology standards and

— as argued herein — the spatial distribution of an industry.
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Proposition la: During the growth stage, despite the sporadic presence of startups in multiple regions, the
temporal dynamics of an industry are localized such that a region with more startups at time , will be more
likely to have a higher firm entry rate at time ,.; than regions with fewer startups at time , and is thus more
likely to become the center of the industry.
On the surface, the above proposition appears consistent with what the economic agglomeration literature describes:
the more firms cluster, the more benefits (and subsequently, the more investment) they realize. Economies of
agglomeration can be regarded as an input factor that is critical for choosing a business location. However, the
above discussion does not exclude the possibility that peripheral regions may receive reasonable investment, albeit
in a smaller amount. Indeed, in the most geographically concentrated industries, firms in the industry located outside
of industry hubs almost always continue to exist. For example, more than a quarter of the biotechnology firms
studied by Folta et al. (2006) are located in regions with fewer than eight firms. Similarly, Microsoft, a giant of the

information technology (IT) industry, was founded and continuously headquartered in Seattle, Washington, not in

northern California’s Silicon Valley.

In other words, although it is likely true that an industry center has greater potential for providing more benefits to
its local firms, firms will be established in the periphery for a variety of reasons. First, pioneers may be unaware of
the superior prospects of the right place due to a lack of information (Hoover, 1948). There may be many reasons for
the lack of information: lack of interpersonal ties with industry insiders and lack of an entrepreneurial personality to
explore different places. Whatever the reasons, people have different understandings of which place is best-suited
for their business. Second, although entrepreneurs do have sufficient information, they may not always locate their
business in the industry center because of artificial constraints, such as immigration restrictions (Hoover, 1948) or
because of personal reasons such as family ties. For example, as noted by Saxenian (1994), Silicon Valley’s origin
can be traced to the founding of the Hewlett-Packard Company (HP) in 1937, when a small number of firms grew
alongside HP. When Messrs. Hewlett and Packard established HP in Mr. Packard’s garage, it is highly arguable that
they knew that many years later that garage would become the genesis of Silicon Valley. It was only after Silicon
Valley’s pioneering firms found commercial success that its position as an emerging center of electronics production

was consolidated.
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Essentially, the growth stage is a pre-cluster period in which the emerging industry center is waiting to be
established. Given the experimental nature of entrepreneurs’ location decisions, it is difficult to foresee the existence
of an industry center at the time when the first several firms are established. As pioneering entrepreneurs experiment
with business locations, startup establishments are likely to be relatively scattered instead of being geographically
concentrated. Although the inchoate industry center indeed attracts more investment, as found in empirical studies
(e.g., Sorenson and Audia, 2000), many new-firm births are located in remote areas. An industry will thus become
geographically more dispersed as more new firms enter the industry; thus, the net impact of entry will be negative in
terms of geographic concentration. Indeed, Dumais et al. (2002) have found that the location choice of new firms

generally runs counter to agglomeration and reduces geographic concentration.

Moreover, in the growth stage, supply falls short of demand as the booming industry provides a seemingly ever-
enlarging market to all firms (Agarwal ef al., 2002), and the market competition mechanism has not yet begun to
deselect firms that are located in inferior regions. Wang et al. (2014) find that economies of agglomeration
contribute to only firm survival during the mature stage of an industry life cycle. In sum, in the growth stage, the
birth rate of firms in the industry center is higher than in the periphery, but the exit rate may not be significantly
different. The establishment and existence of firms at the periphery will make the young industry as a whole appear
to be geographically dispersed rather than concentrated, which contrasts with the high degree of geographic
concentration in a well-established industry. Thus, from the industry life cycle perspective, the degree of geographic
concentration (i.e., the extent to which an industry agglomerates) varies over time. In the growth stage, as a large
number of entries experiment with business locations, the industry will tend to become geographically less
concentrated (please refer to the dotted line in Figure 2).

Proposition 1b: The degree of geographic concentration of an industry decreases during the growth stage.

3.3 The Mature Stage

The mature stage consists of the period during which the number of firms declines as incompetent firms are driven
out of business because of the industry-wide shakeout (Klepper and Graddy, 1990). Empirically, the mature stage
begins when the number of firms peaks, and the entry rate declines sharply due to heightened entry barriers

(Agarwal et al., 2002). The shakeout is triggered by the emergence of a dominant design that subsequently raises the

© Emerald Publishing Limited

This is a pre-print of a paper and is subject to change before publication. This pre-print is made available with the understanding
that it will not be reproduced or stored in a retrieval system without the permission of Emerald Publishing Limited.



Downloaded by UNIVERSITY OF ADELAIDE At 22:01 10 October 2017 (PT)

entry barriers for newcomers and places stronger competitive pressure on other firms. A few firms champion the
dominant design that leads to economies of scale in production, marketing, etc., when they discover those methods
of operating the business and producing products that are acceptable to most customers (Murmann and Frenken,
2006; Suarez, 2004). Consequently, the firm exit rate will be significantly higher in the mature stage than in the
growth stage (Agarwal and Gort, 1996; Klepper, 1996; Suarez and Utterback, 1995). In particular, those firms that
do not adopt the dominant design will experience strong competitive pressure and eventually exit the market during
the shakeout. As McGahan et al. (2004, p. 2) state, “As the dominant model develops, an industry goes through a
shakeout as unaligned firms are forced to exit. Eventually, firms find it difficult to improve their productivity on the
dominant model at high rates, volume growth hits a point of diminishing returns, and the industry enters maturity.”
In other words, the beginning of the mature stage signifies the coming of fierce competition for the entire industry.
As the market becomes saturated due to increased supply, firms that earn minimum financial returns but have
previously managed to remain in the market eventually will be forced to leave the market because of shrinking profit

margins.

From the geographical perspective, location is part of the “dominant model.” Given heterogeneity among locations,
some locations provide local firms with competitive advantages, including access to key resources, a more suitable
cultural, sociological, and legal environment, and most importantly, economies of agglomeration (Krugman, 1991a).
As discussed above, these regions will eventually evolve into the industry’s geographic center, and firms co-located
there are more likely to discover and/or converge to the dominant model and thus survive the market-selection
process. Conversely, firms located in the periphery will suffer from competitive disadvantage and thus exit at a
higher rate. In other words, the wrong location decision is part of a firm’s weakness and results in punishment
during the mature stage (although it was tolerable during the growth stage). Although firms in the center engage in
the same fierce competition among themselves (Baum and Mezias, 1992), they generally maintain a competitive
advantage over firms in the periphery because of location-exclusive economic gains from their geographic

concentration.

In sum, all other things equal, the isolated firms in the periphery are subject to a higher risk of exiting the industry

than their co-located counterparts. The apparent universal industry life cycle thus unfolds differently across regions.
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The industry life cycle theory predicts that firms that fail to converge to the dominant design will be more likely to
be driven out of the market. Because a firm’s business location constrains its ability to access resources, knowledge,
and talents, those firms located in the “wrong” places, as a geographically defined subgroup, are less likely to
survive. Thus, the industry center can help firms located inside to defer the temporal dynamics of the industry life
cycle. The temporal dynamics of the industry life cycle, i.e., a high exit rate during the mature stage, are weaker in
the industry center in which firms are clustered, and these regions will thus experience a lower exit rate than other
regions. By contrast, the periphery will experience stronger temporal dynamics because the exit rate is higher there.
Proposition 2a: During the mature stage, the temporal dynamics of an industry are localized such that the
established center has a lower firm exit rate than the periphery despite the overall trend toward an
industry-wide shakeout.
Given that isolated firms are forced to exit one at a time, the industry will become increasingly geographically
concentrated in a small number of places in which firms cluster. The degree of industry geographic concentration
will increase as a result (please refer to the dotted line in Figure 2). Such a trend is clearly demonstrated in the
process through which the US auto industry became geographically concentrated in the Detroit region. Klepper
(2007) documents the evolution of the US auto industry and finds that firms initially entered the automobile industry
on the Eastern seaboard and in the Midwest, but the industry went through a prolonged and severe shakeout of
producers after 1909. Subsequently, the industry evolved into an oligopoly dominated by three well-known Detroit-
based firms: General Motors, Ford, and Chrysler. In other words, the industry became increasingly concentrated in
Detroit as other regions were deselected from the industry’s evolution. Such a trend is also observed in other
industries. Dumais ef al. (2002) analyze 134 manufacturing industries in the US from 1972 to 1992 and find that
firms in industry centers are less likely to exit, and the pattern of geographic concentration is reinforced as a result.

Proposition 2b: The degree of an industry’s geographic concentration increases during the mature stage.

3.4 The New Industry Life Cycle

Among the 46 industries examined by Gort and Klepper in their seminal study (1982), most continue to exist.
Because Gort and Klepper (1982) had previously found a full industry life cycle in those industries, it is unclear
whether those industries have remained in the same life cycle stage since then. Given the rapid change of technology

in recent decades, it is reasonable to assume that at least some of these industries have experienced the beginning of
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a new life cycle triggered by technological changes. If so, it might be asked what happens when these industries
enter into a new life cycle, such as when “fundamental changes in technology launch a new product cycle” (Gort
and Klepper, 1982, p. 631). The possibility of industry resurgence has been acknowledged by organizational
population ecologists (Ruef, 2004). For example, Carroll and Hannan (1995) showed that the population density of
the American automobile industry declined from the 1910s to 1930s and then remained stable until the 1970s and
1980s, when it experienced growth. Carroll and Hannan (2000, p. 239) thus posited that “organizational densities

decline sharply after an extended period of early proliferation, and they sometimes rise again”.

However, industry life cycle researchers have focused insufficient attention on the insights generated in the field of
organizational population ecology. For example, Peltoniemi’s (2011) remarkably comprehensive review of the
industry life cycle literature does not discuss industry resurgence at all. Similarly, McGahan ef al. (2004)
acknowledge that the US brewing industry was in its mature stage during the 1980s and 1990s, during which time
the top three brewing companies enjoyed approximately 80 percent market share. Using the brewing industry as an
example of an industry entering into the mature stage of its life cycle, however, McGahan et al. (2004) overlook the
emergence of craft beer as a new market segment championed by microbreweries across the country (Swaminathan,
1998). The rise of craft beer has been consistently strong since the 1990s, evidenced by the ever-growing market

share of craft beer despite the decline of the overall beer market.

The emergence of craft beer in the mature beer industry demonstrates how technology innovation, often pioneered
by startup companies, can challenge incumbent firms and even disrupt an apparently mature industry. When this
type of disruption occurs, the mature industry will witness a surge of new entries. According to resource partitioning
theory (Carroll, 1985), these new entries are mostly likely specialists that are qualitatively different from the
generalists that dominate a mature industry. For example, the number of breweries in the US declined from more
than 900 to approximately 40 during the mature stage spanning the period from the 1930s to the 1980s
(Swaminathan, 1998); however, this number has since begun to rise. The number of breweries is currently more than
2,800, and most of these are microbreweries, according to the Brewery Association. This example supports the view

that particular industries can resurge during maturity upon the introduction of new technologies and enter into a new
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life cycle following the period of shakeout and decline. The resurgence of a mature industry differs from the birth of
a new industry, although a new industry may be built upon the resources generated by another industry. For example,
the birth of the British automobile industry benefitted from the bicycle-making industry, which supplied the new
industry with potential entrepreneurs, skilled labor and relevant knowledge (Boschma and Wenting, 2007). However,
the emergence of the automobile industry should be not considered the resurgence of the bicycle industry because

the products of the two industries are fundamentally different in terms of their technological designs and methods of
serving consumer needs. By contrast, the emergence of microbreweries can be treated as the resurgence of the US

brewing industry as the product, draft beer, belongs to the same product category.

The sudden rise in the entry rate in a mature industry signifies a new life cycle for the industry. Which regions will
attract more new entries during the new life cycle? Where will the temporal dynamics of the new life cycle be
stronger? It may be the case that without technological disruption, an industry will persistently be concentrated in its
traditional centers. As discussed above, given the economies of agglomeration, the incumbent firms that survive a
market shakeout are more likely to be located within their industry center. After surviving the industry shakeout,
these firms likely enjoy oligopoly or monopoly profits in addition to the economic gains from geographic
concentration; thus, they hold dominant positions in the saturated market. It is extremely difficult for newly
established firms to compete with them unless the new firms come with disruptive technology and innovation.
However, if newcomers from other regions do join the market with the blessing of either disruptive technology or
innovation, the incumbents’ prosperity and survival may be at risk, and the industry may experience a radical shift in
its geographic distribution. For example, Portland has more microbreweries dedicated to craft beer production than
any other city in the US, despite that fact that in the past, this city was never a major center of beer production.
Conversely, traditional centers of beer production such as Milwaukee have witnessed a continuing decline. Thus, the
survival and prosperity of traditional industry centers can be at risk, and some previously unknown regions can

emerge as the new center of the industry.

This observation echoes the arguments of Pouder and St. John (1996) that a “hot spot” in which competing firms

cluster and enjoy economies of agglomeration can turn into a “blind spot” in which innovation is suppressed and
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firm performance is adversely affected. The reason for such a downward shift is that the benefiting forces of
agglomeration may help create a homogeneous macroculture or an institutionalized field that is resistant to change
and innovation. Consequently, it is likely that the commercialization of new ideas will emerge at the periphery of an
industry rather than in its center. When an industry enters into a new life cycle, the temporal dynamics, i.e., a high
entry rate in the new growth stage, is stronger in regions other than the traditional industry center. Unless a
traditional industry center maintains innovation, it will not receive as many new entries as other regions and instead
may experience a downfall.

Proposition 3a: When an industry experiences a new growth stage as a result of technological disruption,

the temporal dynamics of the industry will be localized such that the traditional center will receive fewer
new entries than other emerging regions and may experience a shakeout.

From the perspective of geography, it is interesting to ask whether the traditional geographic center of these
industries survived and continued to thrive in the new industry life cycle. For the US auto industry, although Detroit,
the traditional hub of US auto production, is in decline, other regions are experiencing success. For example, South
Carolina has emerged as a key center of auto design and production, with the city of Charleston as the industry’s top
location. Similarly, Tesla Motors, the leader of the electronic car revolution, intentionally located its headquarters
and manufacturing plants in the San Francisco Bay area. The changes in the industry lead people to question
whether Detroit will continue to be the center of the US auto industry. Whereas it is arguable that Detroit will cease
to be the center of US auto production, it is undeniable that the industry as a whole is now less centered in Detroit

and that other regions now have the ability to challenge Detroit’s dominance.

In accordance with the terminology of Pouder and St. John (1996), the beginning of a new industry life cycle is a
period during which an industry center becomes a “blind spot” (e.g., Detroit); however, other regions that are
traditionally viewed as the periphery of an industry will witness mushrooming new startups and become the new
“hot spots” (e.g., witness the production of electric cars in the San Francisco Bay area). Unless the traditional
industry center can defy the erosion of the economies of agglomeration and maintain a highly innovative
environment, these regions will be “out of luck” during the new wave of fragmentation in the new industry life cycle.
For example, in 1945, HP had only 130 employees, whereas East Coast producers such as GE and Westinghouse
employed thousands each (Saxenian, 1994). Considering that these pioneering West Coast firms had minuscule sales

and employment in 1940 relative to their counterparts on the East Coast, the former center, it was difficult to
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ascertain (or predict) the existence of an electronics industry cluster in the region that was later dubbed Silicon

Valley.

Therefore, the industry life cycle aspect makes it obvious that during the same period, although auto production in
Detroit experienced a downfall (a signal of a shakeout), another region such as South Carolina experienced an
industry boom, occasionally at Detroit’s expense. This occurrence leads to the conclusion that the era of a new
industry life cycle can be particularly turbulent in terms of the industry’s geographic distribution because different
regions experience different dynamics. Given the emergence of the periphery and the gradual decline of the center, 1
predict that an industry’s geographic distribution will become more geographically dispersed during the emergence
of new industry clusters (please refer to the dotted line in Figure 2).

Proposition 3b: The degree of an industry’s geographic concentration decreases during the new growth
stage.

4. CONCLUSION

This conceptual paper attempts to forge a dialogue between the economic agglomeration literature and the industry
life cycle literature. A literature review finds that insights generated in the two areas are rarely combined, despite the
explicit call from industry life cycle researchers to examine geographic boundaries (McGahan et al., 2004) and the
call from economic agglomeration researchers to investigate the temporal dynamics of agglomeration externalities
(McCann and Folta, 2008). As a consequence, the industry life cycle literature generally overlooks the possibility
that the temporal dynamics of firm entry and exit in the same industry life cycle stage may differ across regions.
Conversely, the economic agglomeration literature overlooks the possibility that agglomeration-based regional

advantages may vary over time in terms of attracting and sustaining firms.

With the objective of filling such a theoretical gap, my paper advances the literature by theorizing how the industry
life cycle likely unfolds differently across regions and how the benefits of economic agglomeration likely vary over
time. The theorization leads to a dynamic geographic concentration model: an industry’s degree of geographic
concentration will drop in the growth stage, rise in the mature stage, and drop again in a possible new growth stage
(please refer to the dotted line in Figure 2). Conversely, the theorization also leads to a localized industry life cycle

model (please refer to the table in Figure 2); the temporal dynamics as described by the industry life cycle theory
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will be stronger in the industry center during the growth stage (as the emerging center attracts more investment) but
weaker in the industry center during the mature stage because the firm exit rate is lower in the center. Additionally,
as an industry enters into a new life cycle, the industry center can become a “blind spot” and the majority of new

entries likely will occur in the periphery, which becomes the new “hot spot.”

4.1 Contribution to the Economic agglomeration Literature

By neglecting temporal dynamics, the previous economic agglomeration literature implicitly assumes a static view
of the phenomenon of the geographic concentration of business activities. The literature explains well why the
geographic concentration pattern will persist once established, but it says little regarding how and why industry
clusters emerge, evolve, and possibly decline. The dynamic geographic concentration model, as revealed in this
paper, suggests that an industry will witness a low degree of geographic concentration in its early days, and it will
become highly concentrated in particular regions only during the mature stage. This model contributes to the
literature by providing an answer to the question, “What is the shape of the relationship between time and
agglomeration externalities?” (McCann and Folta, 2008, p. 560). The model demonstrates that the explanatory
power of the previous economic agglomeration literature applies more to the mature stage than to the growth stage.
In other words, the existing economic agglomeration applies more to the cluster-persistence stage than to the pre-
cluster stage. Additionally, the previous literature is particularly unprepared to explain geographic patterns when an
industry enters into a new life cycle and as new regions begin to attract more new investment and the industry
begins to spread geographically. In sum, my paper contributes to the economic agglomeration literature by
demonstrating that its applicability may vary over time, and there is a great need for future research to explain

geographic patterns when an industry’s degree of geographic concentration is lower than expected.

4.2 Contribution to the Industry Life cycle Literature

Despite some pioneering empirical studies (Boschma and Wenting, 2007; Klepper, 2007; Murmann and Homburg,
2001; Wezel, 2005), the industry life cycle literature, by “treating industries as homogeneous” (Klepper and
Thompson, 2006, p. 875), overlooks the possibility that an industry’s geographic distribution is heterogeneous and
thus excludes the possibility that different regions may experience different temporal dynamics. The finding of a

localized industry life cycle model, as discussed above, provides an answer to the question “where should
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geographic boundaries lie ... when an industry is moving between the phases of a life cycle?” (McGahan et al., 2004,
p- 17). Geographic boundaries likely lie between the industry center and the industry periphery. When an industry
booms during the growth stage, the emerging industry center will attract more firm entries. When a shakeout occurs
during the mature stage, the center will help local firms endure the general shakeout. Therefore, the shakeout occurs
at a faster speed outside the center. The geographic boundaries will blur when an industry enters into a new life

cycle because the former “hot spot” may become a “blind spot”, and the periphery may emerge as new centers. The
theorization confirms the need to account for the geographic boundaries of an industry life cycle because both entry
and exit patterns differ between the center and the periphery. In sum, although firm entry is concentrated at the early
stage of industry evolution and firm exit occurs during the mature stage, my theory suggests that regional
heterogeneity conditions the industry life cycle. Accordingly, the apparently universal pattern of an industry’s
evolution over time can vary across regions. It is thus likely that although some regions experience an industry boom,
other regions witness stagnation or industry decline. Thus, “global patterns of evolution differ from local patterns”
(Krafft, 2004, p. 1688). As suggested in this paper, whether a region is blessed or cursed with a suitable number of
existing firms at least partly determines how the industry life cycle will be experienced locally. As a small step
toward fully discovering the geographic boundaries of the industry life cycle, this paper calls for future research to

examine how an industry’s life cycle possibly unfolds differently across different regions.

4.3 Limitations and Future Research

Given the ambition of this paper to propose a theoretical framework that bridges two extensive bodies of literature
(i.e., the industry life cycle and agglomeration literatures), it certainly has some limitations. First, although this
paper limits itself to the supply-side agglomeration, it does not incorporate industry characteristics as a key factor in
its theoretical framework and does not thus address directly whether and how temporal and spatial heterogeneities
may differ across industries in which supply-side agglomeration is present. As discussed above, the paper explicitly
excludes demand-side agglomeration (affecting primarily the service sector, e.g., hotels) and focuses only on
supply-side agglomeration (affecting primarily the manufacturing sector, e.g., consumer electronics production).
However, it is reasonable to argue that different industries may have different characteristics in the manufacturing

sector to the extent that they differ from one another in terms of life cycle and/or agglomeration. For example, if the
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cost of shipping the end product to the market is low, an industry may locate its manufacturing facilities in a more
distant region rather than remaining close to the market; such relationships can complicate the spatial distribution
process of an industry. Similarly, firms will have fewer location choices in an industry if the operational processes
depend more on geographically bounded natural resources; the spatial distribution pattern in such an industry might
be more stable than the patterns of other industries. Additionally, technology changes occur more frequently and
dramatically in some industries such that these industries can experience shorter life cycles than other industries.
Industry characteristics such as ease/cost of transportation, distribution of natural resources and technological
advances play important roles in determining the temporal and spatial heterogeneities of an industry and warrant
consideration. Nonetheless, it is beyond the scope of a single paper to incorporate all these elements. Future research

should explicitly theorize industry characteristics in the interplay between industry life cycle and agglomeration.

Second, by assuming that an industry has only growth and maturity stages (Agarwal et al., 2002), this paper posits a
parsimonious version of other industry life cycle models, including the five-stage model (Hill and Jones, 1998), the
four-stage model (Kotler and Cunningham, 2004), and the three-stage model (Klepper and Graddy, 1990). As such,
the differences between these additional life cycle stages as conceptualized in such models are overlooked. For
example, although the shakeout and the decline stages (which are combined in the maturity stage in this study) are
similar in terms of their low entry rates, the two stages can differ in terms of their exit rates. The number of firm
drops in the shakeout stage as the exit rate is high, but in the decline stage, an industry may see no or little change in
firm numbers. In other words, a drop in the number of firms does not indicate that an industry is in decline in terms
of output or turnover. Therefore, a more fine-tuned investigation of the other versions of the industry life cycle

might be another direction for future research.

Finally, although the primary focus of this paper is to develop a conceptual framework rather than to discuss
empirical methodologies, it is also important to note the manner in which the propositions presented in the paper
should be empirically examined. More specifically, there are two challenges for future empirical studies: how to

incorporate temporal effects into empirical agglomeration research, on the one hand, and how to incorporate
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locational effects into the empirical industry life cycle research, on the other. In addition, the existing measures of
geographic concentration — such as the location quotient (Hoover, 1936), the locational Gini coefficient (Krugman,
1991b), and the Ellison-Glaeser index of geographic concentration (Ellison and Glaeser, 1997, 1999) — should be
exploited in future empirical studies to test the propositions in this study regarding how the degree of geographic
concentration in an industry changes over time. Furthermore, empirical agglomeration studies can benefit from
using longitudinal data because these data can enable a sophisticated empirical analysis of the temporal variation of
agglomeration forces to be undertaken. When the observation window is long enough to include different stages of
an industry’s life cycle, the agglomeration effects on firm entry and exit rates across different stages can be directly
compared and contrasted. When such a comparison is not possible, a longitudinal design of empirical analysis (e.g.,
fixed-effect, etc.) should at least be adopted to control for the possible temporal effects. When only cross-sectional
data are available, one should contextualize the empirical setting and clarify which stage the industry is in at the
time of observation and utilize the contextualization information to explain the empirical findings. Conversely,
industry life cycle researchers should compare and contrast the likely different evolutionary paths across different
regions to empirically verify how firm entry and exit rates may differ between an industry’s geographical center and
periphery, as posited in this paper. Notably, this paper assumes a simplistic dichotomy between center and periphery
to facilitate discussion, but in reality it is altogether likely that the spatial distribution of an industry exhibits a more
complex hierarchy of clusters. To empirically determine the hierarchy, or the center-periphery dichotomy, the
agglomeration literature can be followed and quantitative data can be used to measure the degree of agglomeration
in different regions (e.g., population density, pool of labor, etc.) to set up thresholds. It might then be interesting to
see the possible interaction between agglomeration (as a continuous variable) and industry life cycle — or to compare
the life cycle measures between center and periphery (as a dummy variable). Some qualitative data can also be
useful for fine-tuning the analysis. For example, Kukalis (2010) employed interview data to classify three tiers of the
regions of semiconductor production: the main cluster, the secondary cluster and the noncluster. In sum, the

conceptual dialogue between place and time, as proposed in this study, warrants empirical verification.
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